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Analysis of observational temperature records for the Northern and Southern hemispheres indicates a statistical
relationship in which Northern Hemisphere temperature depends on temperature in the Southern Hemisphere. This
pattern, which has strengthened over time, can be explained by the climatic effects of anthropogenic trace gases and
tropospheric sulphate aerosols. A similar statistical pattern is produced by model simulations of the historical
atmosphere.

There is general agreement that the average surface air temperature
of the Earth has increased by about 0.6 8C over the past century1–3.
But the cause(s) of the temperature increase is (are) uncertain4–6: the
increase may be caused by natural mechanisms, by human activity,
or by both.

There is increasing evidence that some of the temperature
increase can be attributed to activities that increase the atmospheric
concentration of greenhouse gases and tropospheric sulphates7.
Including these gases in atmospheres used in climate models
increases these models’ ability to simulate the spatial and temporal
pattern of the historical temperature record8. Further evidence is
provided by analysis of the historical temperature record using
spectral analysis9–11 or single equation regression models9,12–15. Some
of these studies find that anthropogenic variables have a significant
effect on global temperatures. Nonetheless, many of these results are
difficult to interpret from either a statistical and/or a physical
standpoint because there are no clear criteria for the selection of
variables, and the specification of dynamic structure and/or the
time-series properties of the variables have been ignored in deriving
inferences. To alleviate these difficulties, we use here standard
econometric time-series criteria for model selection, simulate the
distributions of test statistics under different assumptions about the
time-series properties of the variables, and search for similar results
in the output of a coupled general circulation model (CGCM).

The analysis focuses on the spatial pattern of temperature change
that may be generated by economic activities (which occur pre-
dominantly in the Northern Hemisphere) that increase the con-
centration of greenhouse gases globally, but which increase the
concentration of tropospheric sulphates in the Northern Hemi-
sphere relative to the Southern Hemisphere. This difference may
allow us to attribute temperature change between 1865 and 1994 to
economic activity by answering three questions: (1) is there a causal
order to temperature changes in the Northern and Southern hemi-
spheres; (2) what factors are responsible for the causal order; and (3)
are hypotheses about the factors responsible for causal order
consistent with the results generated by CGCMs.

Traditional regression or correlation analysis does not indicate
whether the estimated relationship is coincidental or whether the
‘dependent’ variable is meaningfully dependent on changes in the
‘independent’ variables. This type of dependence can be examined
by testing for Granger causality16. The presence of Granger causality
implies the presence of a statistical causal ordering. Granger
causality tests are based on the notion of predictability, in particular
whether past values of a variable X contain statistically meaningful
information about current values of variable Y that is not contained

in past values of variable Y and other relevant information. Should
past values of variable X contain information about current values
of variable Y beyond the information contained in the Y sequence
and the other variables in the information set, variable X is said to
‘Granger cause’ variable Y. The detection of Granger causality does
not necessarily imply the presence of a physical causal mechanism
between the two variables. Furthermore, the detection of Granger
causality depends on the information set of conditioning variables.
The coefficient estimates may be biased by the omission of relevant
variables that are in fact the causal variables.

Here we look for an anthropogenic influence on global tempera-
ture by testing the ability of forcing variables such as trace gas
concentrations and sulphate aerosols to explain a detected direction
of Granger causality from Southern Hemisphere to Northern
Hemisphere temperatures in a model that excludes those former
variables. We find that the apparent dependence of Northern
Hemisphere on Southern Hemisphere temperatures has strength-
ened over time and that the best explanation for this pattern is the
influence of both anthropogenic trace gases and sulphate aerosols in
addition to natural stratospheric sulphates and solar irradiance. To
validate this result, we examine the temperature data generated by
the Hadley Centre climate model (HCCM) when driven by atmo-
spheres that are consistent with, and different from, the historical
record. We find that the presence and direction of causal order is
consistent with our hypothesis that the spatiotemporal pattern of
greenhouse gases and tropospheric sulphates is responsible for the
causal order found in the historical record.

South-to-north causal order
We first look for a causal order between the temperature series in a
bivariate autoregressive model—equations (1) and (2). This type of
model is known as a vector autoregression in the econometrics
literature17. The test for causality is performed in two steps. In the
first step, unrestricted and restricted forms of an equation are
estimated. In the second step, a test statistic is calculated to test
whether the restriction is binding. We illustrate this procedure by
outlining the steps used to test the hypothesis that temperature in
the Southern Hemisphere does not Granger cause temperature in
the Northern Hemisphere. In the first step, we estimate the unrest-
ricted model, which is given by equations (1) and (2) (which
constitute model 1):

Nt ¼ a1 þ b1 time þ ^
s

i¼1

d1iNt 2 i þ ^
s

i¼1

f1iSt 2 i þ e1t ð1Þ
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St ¼ a2 þ b2 time þ ^
s

i¼1

d2iNt 2 i þ ^
s

i¼1

f2iSt 2 i þ e2t ð2Þ

in which Nt is the temperature anomaly in the Northern
Hemisphere1,18,19, St is the temperature anomaly in the Southern
Hemisphere1,18,19, et is a normally distributed random error term,
and aj, bj, fji and dji are regression coefficients. The constant and
time trend are included because univariate tests20,21 indicate that the
temperature data contain a deterministic trend.

The maximum number of lags, s, that we consider is 5 < T1=3,
where T is the number of observations. A likelihood ratio test
developed by Sims17 indicates that s can be reduced to 4 without loss
of explanatory power. The same result is indicated by the Akaike
information criterion22—a likelihood-based goodness-of-fit criter-
ion. These tests and sensitivity analyses are performed on the
longest possible sample period that can support five lags—1865
to 1994. The earliest observation in our sulphur emission series is
1860.

We test for Granger causality by testing the significance of
parametric restrictions in equations (1) and (2). We test whether
Southern Hemisphere temperatures Granger cause temperature in
the Northern Hemisphere by jointly restricting the f1i to zero thus
excluding the lagged values of Southern Hemisphere temperatures
from equation (1).

The significance of this restriction is evaluated by the test statistic
q:

q ¼
ðRSSr 2 RSSuÞ=s

ðRSSuÞ=ðT 2 kÞ
ð3Þ

where T is the number of observations, k is the number of regressors
in the unrestricted version of equation (1), s corresponds to the
number of coefficients restricted to zero, RSSr is the residual sum of
squares from the restricted version of equation (1) and RSSu is the
residual sum of squares from the unrestricted version of equation
(1). The test statistic q is distributed with the F distribution with s
and (T 2 k) degrees of freedom in the numerator and denominator,
respectively, under the assumption that the data series are stationary
around a deterministic trend. Values of q that exceed the critical
value indicate that the residual sum of squares for the restricted
model increases in a manner that is statistically significant (at the
relevant level of significance, p(F)) relative to the residual sum of
squares for the unrestricted model, in which case we reject the
hypothesis of no causal order. To test whether Northern Hemi-
sphere temperatures Granger cause Southern Hemisphere tempera-
tures, we jointly restrict the d2i to zero, thus excluding the lagged
values of Northern Hemisphere temperatures from equation (2).

The results indicate that temperature in the Northern Hemi-
sphere does not Granger cause temperature in the Southern Hemi-
sphere ðqð4Þ ¼ 0:42, p , 0:79Þ. On the other hand, the results
indicate that temperature in the Southern Hemisphere does Gran-
ger cause temperature in the Northern Hemisphere ðqð4Þ ¼ 3:19,
p , 0:016Þ.

If the data series are not trend-stationary but instead contain a
random-walk component, the q statistic cannot be evaluated
against the F distribution. This type of non-stationarity is referred
to in the econometric literature as the presence of a ‘unit root’23.
Univariate tests for this type of non-stationarity20,21,24 indicate that
the temperature anomalies for the Northern and Southern hemi-
spheres are trend-stationary, and therefore the significance of the q
statistic can be evaluated with the standard F distribution.

The conclusion that the temperature data are trend-stationary is
contradicted by results generated by preliminary analyses using
multivariate techniques25,26. If greenhouse gases and other forcing
factors that are known to contain unit roots drive temperature, the
temperature series must contain this unit-root signal. The Dickey–
Fuller and other unit-root tests tend to reject the null hypothesis too
often when the data-generating process is a random walk with noise

and the noise is large relative to the signal23,27. In the multivariate
setting, this noise is reduced and the signal is revealed. Even if the
temperature data have a unit root, the significance of the test
statistic q can be evaluated with the F distribution if the data are
cointegrated. Cointegration implies that the random-walk pro-
cesses present in the two series are the same stochastic process.
Under these conditions, there is a linear combination of the two
variables that is stationary and to which the usual distribution
theory can be applied.

If the data for temperature have a unit root and are not co-
integrated, the presence of Granger causality cannot be tested
accurately using the F distribution: evaluating q against the F
distribution would overstate its statistical significance28,29. This
bias would cause us to argue for causality when none is present.

To analyse the distribution of the q statistic if the temperature
data are non-stationary and not cointegrated, we generated 1,000
experimental data sets each with 134 observations for temperature
in the Northern and Southern Hemisphere. The model for each
temperature series is a random walk with drift:

St ¼ a1 þ St 2 1 þ e1t ð4Þ

Nt ¼ a2 þ Nt 2 1 þ e2t ð5Þ

The model is calibrated by regressing the observed data on a
constant and time trend and using the estimated regression coeffi-
cients for the time trend for a1 and a2 and the estimated error
variances for the variances of e1t and e2t. The test statistic q in
equation (3) is calculated for each data set and these values are
ranked in descending order. This ranking is used to evaluate the
significance level (p(unit root)) of the test statistics using the
simulated distribution. The value in position 50, which corresponds
to the 0.05 critical value, is 3.01. The 5% critical value for the F
distribution with 4 and 120 degrees of freedom, which is 2.44, is
found at position 81, which corresponds to a significance level of
0.081.

The conclusion that Southern Hemisphere temperature ‘Granger
causes’ Northern Hemisphere temperature remains, regardless of
the presence of a unit root in the temperature data, when we
evaluate the q statistic against the distribution generated by the
experimental data sets (P , 0:04).

Explanatory variables
By itself, the south-to-north causal order cannot be used to detect
the effect of anthropogenic activities because the causal order may
be generated by natural and/or anthropogenic mechanisms. To
differentiate between these possibilities, we conduct several tests.

The south-to-north causal order might be generated by episodic,
short-run, El Niño/Southern Oscillation (ENSO) teleconnections30.
We evaluate this mechanism by analysing the causal order of
temperature data averaged over periods thought to be longer than
the ENSO teleconnections. If ENSO teleconnections generate the
south-to-north causal order, the causal order should not be present
in data averaged over long periods. The south-to-north causal order
is present in temperature data averaged over the previous 5 years
ðqð3Þ ¼ 6:21; p , 5:95 3 102 4Þ, 10 years ðqð6Þ ¼ 3:64; p , 0:003Þ,
and 15 years ðqð6Þ ¼ 3:84; p , 0:002Þ.

To explore the effects of other natural and anthropogenic
mechanisms, we repeat the tests of Granger causality with models
2–5 that include natural and/or anthropogenic variables (Box 1).
Expanding the model is necessary because we know that model 1 is
mis-specified—it omits natural and/or anthropogenic variables
that may affect temperature. This omitted-variable bias may gen-
erate the Granger causality described in the previous section. When
the relevant natural and/or anthropogenic variables are included,
this information may weaken or eliminate the change in the residual
sum of squares that signals Granger causality.
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To investigate the effect of natural and anthropogenic factors, we
expand equation (1) to include exogenous variables:

Nt ¼a1 þ b1 time þ ^
s

i¼1

d1iNt 2 i þ ^
s

i¼1

f1iSt 2 i

þ ^
k

j¼1
^

s

i¼1

GjiZjt 2 1 þ e1t

ð6Þ

in which Zjt−i are vectors of lagged values of exogenous variables and
Gji are regression coefficients. The time-series properties of the
exogenous variables may affect the distribution of the test statistic.
The distribution is unaffected by the addition of random walks if the
temperature data are trend-stationary28. But if the temperature data
contain a unit root, the distribution depends on the number of non-
stationary variables added to the model. Univariate tests indicate
that the radiative forcing of solar activity, anthropogenic emissions
of sulphur, and the atmospheric concentrations of carbon dioxide,
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Table 1 Tests of Granger causality

Lags q p (F ) p (unit root)
.............................................................................................................................................................................

Historical record
.............................................................................................................................................................................

Model 1 R̄2 ¼ 0:64416
North causes south 4 0.42 0.79 0.843
South causes north 4 3.19 0.016 0.039

.............................................................................................................................................................................

Model 2 R̄2 ¼ 0:65674
North causes south 4 0.74 0.57 0.645
South causes north 4 3.33 0.013 0.027

.............................................................................................................................................................................

Model 3 R̄3 ¼ 0:68989
North causes south 4 0.27 0.14 0.925
South causes north 4 2.14 0.081 0.151

.............................................................................................................................................................................

Model 4 R̄2 ¼ 0:65211
North causes south 4 0.55 0.70 0.764
South causes north 4 3.50 0.010 0.028

.............................................................................................................................................................................

Model 5 R̄2 ¼ 0:68599
North causes south 4 0.37 0.83 0.867
South causes north 4 1.87 0.12 0.206

.............................................................................................................................................................................

HCCM experiments
.............................................................................................................................................................................

GHG 1861–1990
North causes south 1 0.22 0.88 0.742
South causes north 1 2.74 0.10 0.247

.............................................................................................................................................................................

SUL 1861–1990
North causes south 1 0.01 0.91 0.932
South causes north 1 3.63 0.06 0.172

.............................................................................................................................................................................

GHG 1991–2099
North causes south 1 4.70 0.03 0.115
South causes north 1 1.75 0.19 0.353

.............................................................................................................................................................................

SUL 1991–2099
North causes south 1 5.03 0.02 0.093
South causes north 1 1.38 0.24 0.407

.............................................................................................................................................................................
q is as defined in equation (3), p(F ) is the significance level using the F distribution, and p
(unit root) is the significance level using our simulated unit root distribution.
In the ‘historical record’ data above, R̄2 indicates the adjusted R2 value; two alternative
hypotheses are tested for each model,1–5. HCCM indicates Hadley Centre climate model
(see text). Values that exceed the 0.05 threshold for statistical significance are shown in
bold.

Table 2 Sensitivity analysis

Test
no.

Change relative to base models Model 1 Model 5

1864 Aggregate
GHGS

5 lags Contemporaneous
effects

q p(F ) q p (F )

.............................................................................................................................................................................

1 ✔ 2.44 0.011 2.31 0.063
2 ✔ 3.19 0.016 2.40 0.055
3 ✔ 2.61 0.028 0.95 0.45
4 ✔ 3.19 0.016 1.37 0.24
5 ✔ ✔ 3.44 0.011 2.95 0.024
6 ✔ ✔ 3.44 0.011 2.12 0.085
7 ✔ ✔ 2.61 0.028 1.84 0.11
8 ✔ ✔ 3.19 0.016 2.68 0.036
9 ✔ ✔ 2.61 0.028 1.15 0.34
10 ✔ ✔ ✔ 2.61 0.028 2.37 0.046
11 ✔ ✔ ✔ 3.44 0.011 3.18 0.017
.............................................................................................................................................................................
Values that exceed the 0.05 threshold for statistical significance are shown in bold. Tick
marks indicate change relative to base models.

Box 1 Models tested

Model 1. Temperature only

Temp ¼ a þ btime þ ^
k

t¼1

dtNt þ ^
k

t¼1

ftSt

Model 2. Natural variables

Temp ¼ a þ b time þ ^
s

i¼1

diNt 2 i þ ^
s

i¼1

fiSt 2 i

þ ^
s

i¼1

G1iSunt 2 i þ ^
s

i¼1

G2iSSNt 2 i þ ^
s

i¼1

G3iSSSt 2 i

Model 3. Greenhouse gases

Temp ¼ a þ btime þ ^
s

i¼1

diNt 2 i þ ^
s

i¼1

fiSt 2 i þ ^
s

i¼1

G1iSunt 2 i þ ^
s

i¼1

G2iSSNt 2 i

þ ^
s

i¼1

G3iSSSt 2 i þ ^
s

i¼1

G4iCO2t 2 i þ ^
s

i¼1

G5iCH4t 2 i

þ ^
s

i¼1

G6 iðCFC11t 2 i þ CFC12t 2 i þ N2Ot 2 iÞ

Model 4. Tropospheric sulphates

Temp ¼ a þ btime þ ^
s

i¼1

diNt 2 i þ ^
s

i¼1

fiSt 2 i þ ^
s

i¼1

G1iSunt 2 i

þ ^
s

i¼1

G2iSSNt 2 i þ ^
s

i¼1

G3iSSSt 2 i þ ^
s

i¼1

G7iSOXt 2 i

Model 5. Greenhouse gases and tropospheric sulphates

Temp ¼ a þ btime þ ^
s

i¼1

diNt 2 i þ ^
s

i¼1

fiSt 2 i þ ^
s

i¼1

G1iSunt 2 i þ ^
s

i¼1

G2iSSNt 2 i

þ ^
s

i¼1

G3iSSSt 2 i þ ^
s

i¼1

G4iCO2t 2 i þ ^
s

i¼1

G5iCH4t 2 i

þ ^
s

i¼1

G6iðCFC11t 2 i þ CFC12t 2 i þ N2Ot 2 iÞ þ ^
s

i¼1

G7iSOXt 2 i

The symbols used above have meanings as follows: CFC11, radiative

forcing of CFC11 (Wm2 2; refs 40, 41); CFC12, radiative forcing of CFC12

(Wm2 2; refs 40, 41); CH4, radiative forcingof methane (Wm2 2; refs 42–45);

CO2, radiative forcing of carbon dioxide (Wm2 2; refs 46, 47); N, tempera-

ture anomaly in the Northern Hemisphere (8C; refs 1,18,19); N2O, radiative

forcing of nitrous oxide (Wm2 2; refs 48–50); S, temperature anomaly in the

Southern Hemisphere (8C; refs 1, 18, 19); SOX, radiative forcing due to

anthropogenic emissions of sulphates (Wm−2; ref. 51); SSN, radiative

forcing due to stratospheric sulphates, Northern Hemisphere (Wm−2;

ref. 52); SSS, radiative forcing due to stratospheric sulphates, Southern

Hemisphere (Wm−2; ref. 52); Sun, solar activity (Wm2 2; ref. 15); Temp,

Temperature anomalies Northern or Southern Hemisphere (8C; refs 1,18,

19). Greek characters are regression coefficients. The subscripts asso-

ciated with equations for the Northern and Southern Hemisphere

(equations (1) and (2)) are suppressed.

Radiative forcing is calculated from atmospheric concentration using

the equations in Shine et al.53 and Kattenberg et al.54; radiative forcing for

CFCs accounts for the effect of ozone depletion, and the radiative forcing

for nitrous oxide accounts for overlap with methane.
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methane, CFC11 (CCl3F), CFC12 (CCl2F2) and nitrous oxide
contain a unit root. We repeat the Monte Carlo simulations to
estimate the distribution of the test statistic for models 2–5 in which
the number of random walks is equal to the number of non-
stationary variables in the Z vector. As before, the critical levels of
the test statistic are increased.

The results of model 2 indicate that solar activity and the radiative

forcing due to stratospheric sulphates do not affect the direction of
causality indicated by model 1. Lagged values of temperature in the
Southern Hemisphere contain statistically significant information
about current values of temperature in the Northern Hemisphere
ðqð4Þ ¼ 3:33; p , 0:013Þ. This result also is significant when tested
against the distribution generated with one random walk
(p , 0:027).

Next we expand the vector of exogenous variables, Z, to also
include the effects of anthropogenic activity. The results indicate
that the south-to-north causal order is partially eliminated when the
effect of greenhouse gases alone is included in model 3 (Table 1).
The test statistic is significant at the 10% level but not at the 5%
level. The null hypothesis cannot be rejected at the 10% significance
level when tested against the distribution generated with four
random walks (p , 0:151). Including the effect of sulphur
emissions alone (model 4) does not reduce the statistical
significance of the causal order in temperature (Table 1).

The results of model 5 indicate that the south-to-north causal
order may be caused by both greenhouse gases and tropospheric
sulphates. When these variables are included, the test statistic is
insignificant as evaluated against a distribution generated with five
random walks (p , 0:206) and the standard F distribution (p , 0:12).

Based on the lack of causal order in model 5 and the somewhat
lesser reduction in the significance level in model 3, we hypothesize
that the south-to-north causal order is generated by anthropogenic
activities that increase the concentration of greenhouse gases
globally, but which increase the concentration and effects of
sulphate aerosols mainly in the Northern Hemisphere. We hypoth-
esize that anthropogenic emissions of carbon dioxide, methane,
CFCs and nitrous oxide increase radiative forcing globally because
of their long residence time in the atmosphere. This tends to cause
the temperature of the Earth to rise. This rise is retarded in the
Northern Hemisphere by the presence of tropospheric sulphates.
These aerosols spend a relatively short time in the atmosphere31, and
so their cooling effects are localized in the Northern Hemisphere.

Calculations indicate that the cooling effect of tropospheric
sulphates in the Northern Hemisphere is larger than the heating
effect of the higher concentration of greenhouse gases in the
Northern Hemisphere relative to the Southern Hemisphere. One
estimate for the total (both natural and anthropogenic) direct and
indirect effect of sulphate aerosols in the Northern Hemisphere
( 2 0.72 Wm 2 2) is about two times greater than the negative effect
of sulphate aerosols in the Southern Hemisphere ( 2 0.38 Wm2 2)32.
This 0.34 Wm 2 2 difference probably is much larger than the small
difference in the radiative forcing of greenhouse gases in the
Northern and Southern hemisphere, which is estimated to be
about 2.1 Wm 2 2 globally. For example, the atmospheric concen-
tration of carbon dioxide, CFC11 and CFC12 over the Northern
Hemisphere is about 2–3% higher than over the Southern
Hemisphere33–36.

The hypothesis that the south-to-north causal order is generated
by the spatiotemporal pattern of anthropogenic emissions of trace
gases and sulphate aerosols is consistent with changes in the
strength of the causal order over time. An iterative search indicates
that the south-to-north causal order generally is not present in
sample periods that start in 1865 and end before the 1970s, but is
present in samples that start in 1865 and end later than the mid-
1970s (Fig. 1a). This implies that anthropogenic variables may be
responsible for the apparent direction of causality, though some
sources of natural variability such as solar irradiance also have
increased over this period15. The effect of anthropogenic activities is
consistent with a simple model that indicates the significance level
of the causal order is related to solar irradiance and the radiative
forcing from greenhouse gases, and the radiative forcing associated
with anthropogenic sulphur emissions (Fig. 1a). Standard tests
such as the augmented Dickey–Fuller ( 2 4.26) and the cointe-
grating Durbin–Watson (0.50) indicate that residuals from this
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Figure 1 a, Changes in the statistical significance of the south-to-north causal

order over time (filled circles). This is represented by the natural logarithm of the

reciprocal of the significance level for tests carried out on subsamples ending at

the dates indicated. The natural logarithm is used because the significance level

is bounded from below by zero. The dotted line is the predicted value for ln(1/

significance level) based on the following equation that is fitted using ordinary

least squares: lnð1=pðFÞÞ ¼ 1:36 2 ð1:07RFSOXÞ þ ð1:894ORFÞ 2 0:026 year, where

RFSOX is the radiative forcing of sulphates, ORF is the radiative forcing asso-

ciated with greenhouse gases (CO2, CH4, CFCs and N2O) and solar radiation, and

‘year’ is indexed to one in 1860. In b, the filled circles are the same variable as ina.

Open squares are ln(1/p(F)) of the same test on the data from the Hadley Centre

SUL experiment (see text) simulated using historical estimates of sulphate

aerosol for subsamples ending at the dates indicated. The filled squares are

the same test extended to the end of 1994 using IPCC scenarios for greenhouse

gases and sulphate aerosols.
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regression are stationary, which implies that the variables
cointegrate and these two variables adequately model the non-
stationarity in the significance level37.

Sensitivity analysis
The relation between the south-to-north causal order and anthro-
pogenic emissions of trace gases and sulphate aerosols also is
consistent with the results of a sensitivity analysis in which model
1 and model 5 are estimated using alternative specifications. The
alternative specifications include: (1) lengthening the sample period
to include observations from 1864; (2) restricting the coefficients
associated with the radiative forcing of each of the trace gases to be
equal by aggregating their values; (3) increasing the number of lags
to 5; and (4) including contemporaneous values of the explanatory
variables in model 5. In addition, we examine combinations of these
alternative specifications, which generates 11 possible tests (Table 2).

The sensitivity analysis confirms our general result—there is a
statistically significant south-to-north causal order in model 1 that
is reduced when information about the radiative forcing of trace
gases and anthropogenic sulphate emissions are included in model
5. The south-to-north causal order of model 1 is present in all
alternative specifications. The reduction in the statistical signifi-
cance of the test in model 5 versus model 1 is reproduced in all
specifications. Two of the alternative specifications, using five lags
(test 3) and including contemporaneous effects (test 4) amplify our
results by reducing greatly the significance level of the test statistic in
model 5.

Cases in which the statistical significance of the south-to-north
causal order remains above 5% in model 5 generally are associated
with combinations of changes that aggregate the radiative forcing of
greenhouse gases and extend the sample period to include observa-
tions from 1864. These alternative specifications are more restrictive
than those used to generate the results in Table 1. Restricting the
coefficients associated with the radiative forcing of individual gases
to be equal is problematic, because there is some uncertainty about
past levels of these gases and about the radiative forcing formulae,
particularly in the case of ozone depletion due to CFCs; there are
also differences between the effect on temperature of CO2 and the
other gases, due to possible effects of CO2 on vegetation. The
reliability of both the temperature and radiative-forcing data also
declines as the sample is extended into the past.

Hadley Centre climate model
To test further the hypothesis that the south-to-north causal order is
generated by anthropogenic emissions of greenhouse gases and
tropospheric sulphates, we analyse temperature data generated by a
coupled atmosphere–ocean general circulation model. If our
hypothesis is correct, two results should emerge: (1) experiments
run with atmospheres that emulate the historical concentration of
greenhouse gases and tropospheric sulphates should reproduce the
south-to-north causal order; and (2) a north-to-south or no causal
order may be present when the CGCMs are simulated with atmo-
spheres that have temporal and/or spatial concentrations of green-
house gases and/or tropospheric sulphates that differ from the
historical record.

We analyse results generated by the Hadley Centre climate model
(HCCM) because it simulates three experiments that vary the
spatial and temporal pattern of all greenhouse gases and tropo-
spheric sulphates; the control experiment, the greenhouse gas
(GHG) experiment, and the SUL experiment38. The control experi-
ment holds constant the radiative forcing associated with green-
house gases and tropospheric sulphates at a level consistent with
their pre-industrial concentrations. The GHG experiments allows
the radiative forcing of the atmosphere to increase at a rate
consistent with the CO2 equivalent of all greenhouse gases over
the 1860–1990 historical period. The SUL experiment adds the
effect of tropospheric sulphates to the effect of greenhouse gases.

The concentration of these gases in the 1991–2099 forecast horizon
for the GHG and SUL experiments is derived from IPCC emission
scenarios. The simulated atmospheres forecast a rapid increase in
total radiative forcing associated with greenhouse gases, and a shift
south towards the Equator in the spatial distribution of tropo-
spheric sulphates.

The causal order of temperature data for the Northern and
Southern Hemisphere found in the control, GHG and SUL experi-
ments over the historical reconstructions and forecast horizons are
consistent with the hypothesis that the south-to-north causal order
in the historical record is generated by the atmospheric concentra-
tion of greenhouse gases and tropospheric sulphates. When the
HCCM is simulated with an atmosphere that emulates radiative
forcing associated with all greenhouse gases and tropospheric
sulphates between 1860 and 1990 (the SUL experiment), applying
the causality test to the simulation output suggests (p , 0:06)
south-to-north causal order (Table 1). An iterative search shows
that the strength of the causal order in the SUL experiment follows a
pattern similar to the historical record—it generally strengthens
over time (Fig. 1b). If the SUL experiment were re-run with
historical data to the end of 1994, it may increase the significance
level of the causal order in the SUL experiment in much the
same way as extending the sample period for 1991 to 1994 increases
the strength of the causal order in the historical record. Indeed,
using the data for 1991–94 from the IPCC scenarios does increase
the strength of the relation beyond the 0.05 threshold
ðqð1Þ ¼ 3:93; p , 0:049Þ. Nonetheless, the strength of the south-
to-north causal order is weaker than that found in the historical
record, and is less robust to changes in lag length than the results
generated by the historical record. This is as would be expected,
because the experiment did not simulate changes in variables such
as solar activity and ozone depletion, and the model cannot be
expected to simulate all aspects of the climate system accurately.

On the other hand, there is no causal order in historical
temperature data when the HCCM is simulated with an atmosphere
that allows radiative forcing to increase at a rate consistent with the
CO2 equivalent of all greenhouse gases over the 1860–1990 histor-
ical period but ignores changes in sulphate aerosols (GHG experi-
ment). The results for the control scenario are uncertain. The dates
in the control experiment have no connection to historical events,
so we test all possible 130-year samples in the 1850–2099 period for
which data are available from the control experiment against a
distribution generated by the procedure described by Christiano39.
Some periods show a south-to-north causal order if the data are
stationary. Subsamples with the largest test statistics are significant
at the 1% level. No periods show a causal order if the data are
nonstationary as implied by univariate tests of the temperature
difference between Northern and Southern Hemisphere: the largest
test statistic is significant at the 14.1% level (that is, p , 0:141).

The temperature data show a strong north-to-south order over
the 1991–2099 period when the HCCM is simulated with an
atmosphere that is forced by emission of greenhouse gases and
tropospheric sulphates given by the IPCC scenario (Table 1). The
north-to-south causal order also is found when the model is
simulated with an atmosphere forced only by the emission of
greenhouse gases given by the IPCC scenario (Table 1).

We find that a south-to-north causal order is suggested by the
data simulated by an atmosphere intended to reproduce the
historical record, whereas it is not present or runs in the opposite
direction in data from counterfactual simulations. This is consistent
with the hypothesis that the south-to-north causal order is
generated by the historical combination of greenhouse gases and
tropospheric sulphates.

Conclusion
This analysis suggests that human activity has played a role in the
historical record of temperature. The south-to-north causal order in
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the historical temperature record may be a fingerprint of the spatial
and temporal pattern of anthropogenic activities that emitted
greenhouse gases and tropospheric sulphates between 1865 and
1994. Combined with other results, our results provide further
evidence for the conclusion that ‘‘the observed trend in global mean
temperature over the past 100 years is unlikely to be entirely natural
in origin.’’7 M
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